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Abstract: Semiempirical natural orbitals have been obtained for several small molecules using the configuration interaction 
algorithm of Reeves. The CNDO/2, INDO, and, in some cases, the CNDO/S parameter systems are used with up to 40 sin­
gle and pairwise doubly excited configurations for an iterative pseudo-natural orbital procedure. Generally the atomic charg­
es become more nearly neutral, dipole moments decrease, and rotational barriers improve upon natural orbital CI treatment. 
The CNDO/2 parameters seem best overall of the three methods, ii is shown how "orthonormal-resonance (-<—O—•) struc­
tures" and natural orbital occupation numbers can be used to represent the results of a CI wave function in a nonsubjective 
fashion analogous to traditional VB resonance structures. "Orthonormal resonance analysis" of the natural orbital CI wave 
functions is given for formaldehyde and formic acid. 

It has been many years since the molecular orbital (MO) 
philosophy of Hiickel,2a Mulliken,2b Roothaan,3 Parr,4 and 
many others seemed to assume dominance over the early 
valence bond (VB) approach of Heitler and London5 and 
Pauling,6 at least in terms of a first-order approach to mo­
lecular electronic structure. On the other hand, many con­
cepts invoked in organic reaction mechanisms7 are heavily 
dependent upon resonance ideas and on hybridization 
schemes inherent in the VB formalism. Only recently have 
the MO interpretations of Woodward and Hoffmann8 real­
ly stimulated the application of MO interpretations as a 
first resort rather than invoking a variety of resonance 
structures for a given reaction pathway. The apparent rea­
son for the ascendancy of one-electron MO methods has al­
ways seemed to be relative computational ease, ease of par­
ameterization of MO methods, and especially an easy inter­
pretation of electron derealization. 

In view of the fact that the VB computational procedure 
has been developed to a high degree of automation by Paul­
ing,6 Boys and Cook,9 Cooper and McWeeny,10 and 
Shull," and even published as an algorithm by Reeves,12 it 
is surprising that so little semiempirical work has been at­
tempted to apply conventional VB interpretations to molec­
ular electronic phenomena. A number of excellent ab initio 
VB calculations'3"16 have appeared, but we know of only 
one BeH217 calculation where semiempirical VB methods 
were tested recently. With the fast computers available 
today, most of the previous objections to VB methodology 
are gone and it seems desirable to consider VB methods 
within the framework of CNDO- or INDO-type semiempir­

ical methods. We wish to report some results of applying 
the Reeves algorithm to these semiempirical wave functions 
in a way which incorporates substantial portions of both VB 
and MO philosophies in an attempt to express a more useful 
approach which largely salvages the advantages of both 
MO and VB techniques and discards their individual disad­
vantages. 

Natural Orbitals 

A very important mathematical concept which allows one 
to employ configuration interaction and still make interpre­
tations in terms of one-electron charge densities and bond 
orders is that of natural orbitals pioneered by Lowdin18 and 
Kutzelnigg19 and applied with great success by Bender and 
Davidson20 and Schaeffer.21 The transformation of the one-
electron part of a CI wave function into what Lowdin18 

calls a first-order density matrix gives one essentially a mul-
ticonfigurational-bond-order matrix while the eigenfunc-
tions of the density matrix also give occupational numbers 
of these orbitals which indicate contributions from configu­
rations other than the dominant configuration. This analy­
sis necessarily follows the CI step. 

The Reeves algorithm12 is particularly interesting be­
cause it considers configuration interaction for an arbitrary 
spin system using techniques which follow directly from the 
early VB analysis of Pauling6 with the important difference 
that Reeves restricts his method to orthonormal functions. 
As VB schemes are generally described, the configurations 
are constructed from nonorthogonal atomic orbitals on dif­
ferent atoms. The use of orthonormalized linear combina-
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tions of basis orbitals greatly simplifies the computation in 
Reeves' method and it also means that when SCF orbitals 
are used, this restricted VB algorithm becomes numerically 
identical with MO configuration interaction. Howevi'.r, we 
wish to reemphasize that the Reeves routine is completely 
dependent on the use of VB techniques such as supe; posi­
tion of Rumer23 diagrams and identification of "isla ids," 
"chains," and "links" in the superposition pattern ir a 
Hamiltonian matrix element between two configura "bns. 
Thus this routine is really a restricted (to orthonormal , unc­
tions) VB algorithm that becomes identical with MOCI 
when SCF orbitals are used. Since it is advantageous tc use 
SCF orbitals anyway, why should we mention the VB an­
cestry of the Reeves algorithm? We believe that interpn ta-
tion of the wave function in terms of "orthonormal-re <o-
nance interactions" may hold more promise than do inter­
pretations couched in terms of many-body interactions, be­
cause of historical dependence on resonance structures'in 
chemistry. Of course, orthonormal resonance (VB reso­
nance restricted to orthonormal linear combinations of ba >is 
functions) is not exactly the same as pure VB resonance dvle 
to the inclusion of orthogonalizing portions of many differ­
ent basis functions, but this derealization is considered to 
be one of the prime advantages of the MO method! Thus we 
wish to analyze a MOCI wave function in terms of "ortho-
normal-resonance" contributions in the hope that the pure 
VB concepts are only slightly modified. Let us modify the 
pure VB symbolism A • • B where structures A and B have 
a nonzero Hamiltonian matrix element <A|H|B) to that of 
A' - O ^ B', where <A'|H|B') ^ O and A' and B' are con­
figurations constructed from orthonormal linear combina­
tions of basis functions. Under this operational definition 
the special case of SCF singly-excited configurations would 
be said to have zero orthonormal resonance with the SCF 
ground state due to Brillouin's theorem25 while doubly-ex­
cited SCF configurations would be found to be in orthonor­
mal resonance with the SCF ground state to varying ex­
tents. Thus with slight modifications the use of VB-like 
ideas may be interfaced directly with delocalized one-elec­
tron orbital MO-like interpretations by using the connect­
ing idea of natural orbitals. It is apparent that the natural 
orbital analysis within any given ab initio or semiempirical 
framework is superior to either a VB or MO approach alone 
within the same computational framework because of the 
multiconfigurational advantage over single configurational 
MO methods and the retention of one-electron "orbitals" 
while incorporating resonance effects. 

If the ground state of a molecular electronic system is de­
termined by a linear combination of spin-projected configu­
rations (orthonormal bonded structures) that yields the 
lowest energy variationally, the coefficients C,- can be used 
to create a multiconfigurational first-order density matrix 
P(\) 

l*ci> = P £ c , * , ; <*ci|H|*oi> = Emiu (O 
i 

using the same spin-projection operator P. In general the 
total n- particle density operator is given by l^ci) (^CiI-
We have slightly modified the Reeves algorithm to obtain 
only the one-electron portion of this general form by termi­
nating the projection operation after the first-order density 
matrix (the "one matrix") has been obtained. We denote 
this abbreviated procedure by p(l) = |*ci( O) (^a(Ol- In 
this form we also note that this is a spinless first-order den­
sity matrix. The matrix form of p{\) can be diagonalized to 
yield occupation numbers TV/ and a transformation matrix 
T which can be applied to the orbital coefficient matrix A in 

s2|*CI) = s ( s + ivr' |*0 I> ; s > C I > = sm„/r|*CI> 
(2) 

terms of atomic orbitals. The new A' matrix then contains 
pseudo-mtural orbitals which are then used to construct 

/ p(l)T = iV,-(diagonal)T; TA = A' (3) 

new, imp, oved $,• configurations. In actual practice p(l) is 
projectei by P in the molecular orbital basis and must be 
convertel to p'(l) m the atomic orbital basis to be used as a 
bond order or population matrix as for one-electron proper­
ties. Note that the Nk occupation numbers need not be inte­
gers and that one must sum over all linear combinations of 

Pi/ (D = 2 > * f l « * V 
(4) 

*,(N0) = Z f l i A ; A' —- al} 
j 

atomic orbitals <(>j since all natural orbitals ^/(NO) can be 
partially occupied. Generally, those occupied orbitals which 
would be assigned exactly 2 electrons in an SCF calculation 
will haye Ni1 values slightly less than 2.0, say 1.96, while or­
bitals which would be unoccupied virtual orbitals in an SCF 
calculation will typically have occupation numbers less than 
0.1 in the MOCI expansion. Of course, some configuration 
utilizing a given orbital must be present in the expansion for 
that orbital to have a nonzero occupation number. 

Computational Methods 

The calculations to be described were carried out using 
an extensively modified copy of CNINDO, Q.C.P.E. pro­
gram No. 141 written by Pople and Dobosh and completely 
documented by Pople and Beveridge.24 The published algo­
rithm of Reeves12 was translated into Fortran and substitut­
ed for the closed-shell SCF routine, while the open-shell 
SCF routine was modified to do either open- or closed-shell 
SCF calculations. We have allowed for up to 40 configura­
tions constructed from the SCF eigenvectors. In the case of 
open-shell SCF calculations the a spin electron eigenvectors 
are used. The necessary two-electron integrals computed 
over linear combinations of basis functions are obtained 
very rapidly using the zero differential overlap (ZDO) ap­
proximation and then corrected in the case of INDO calcu­
lations by contributions on each atom from the same formu­
las used in the INDO-SCF procedure.24 

The Reeves algorithm projects only the highest S2 com­
ponent of a given orthonormal valence bond configuration, 
but the procedure is entirely automatic for any spin multi­
plicity and the results are eigenvectors of the total spin op­
erator S 2 as well as S2. Only a slight modification was 
needed to use that part of Reeves' algorithm which spin 
projects one-electron operators to create the first-order den­
sity matrix after the interaction between configurations has 
been diagonalized, the lowest energy eigenvector being the 
ground state. We trust that by starting with SCF eigenvec­
tors, the use of only 40 configurations is less of a severe ap­
proximation than if we had started from core-hybrid orbit­
als as in the pure VB approach. In any event, practical con­
siderations forced us to limit the configurations to 40. 

The first-order density matrix is diagonalized in place to 
prevent permutation of orbital types on successive iterations 
and the eigenvector matrix is applied to the SCF-MO coef­
ficient matrix to correct them (only slightly in most cases) 
to pseudo-natural orbitals. These orbitals are then used to 
set up another interaction matrix and the process is cycled 
until the energy of the lowest state converges to 1O-7 

hartrees. This usually required only- a few iterations and 
often only two were needed, indicating rapid convergence. 
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Table I. Calculated Energies (au) 
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Compd CNDO/2 CNDO/2-NO INDO INDO-NO 

Ethylene" 
Formaldehyde" 
Ammonia" 
Water6 

-17.067959 
-26.832467 
-13.872562 
-19.868065 

-17.090835 
-26.862468 
-13.885158 
-19.879147 

-16.561898 
-25.739057 
-13.361991 
•19.013620 

-16.593965 
-25.776375 
-13.383332 
-19.032132 

" Geometry from D. D. Shillady, F. P. Billingsley, and J. E. Bloor, Theor. CMm. Acta, 21,1 (1971).b Geometry from H. F. Schaeffer and 
C. F. Bender, J. Chem. Phys., 55, 1720 (1971). 

In selecting configurations a perturbation philosophy was 
used in that we used a 5,4,3,2,1 rule wherein the highest oc­
cupied SCF orbital was excited to the lowest 5 virtual orbit-
als, etc., in the hope that these nearby energy levels would 
be more likely to contribute to the ground state than much 
higher energy levels. Additional excitations thought to be 
important were then added to bring the total to 40 configu­
rations. In each case we followed Green's25 suggestion and 
for every double excitation (pairwise) we included the cor­
responding single excitation unless it was symmetry forbid­
den. Thus we only improved on the SCF orbitals and pre­
vented overemphasis of pairwise double excitations. Split 
pair excitations were neglected as nonessential for closed-
shell singlet bonding. 

Since we have no previous numerical work to check 
against, we rely on the fact that our CI routine correctly 
gives exactly the same energy as the SCF procedure for the 
dominant configuration when constructed from SCF orbit­
als, although the algorithm is substantially different in or­
ganization, and the fact that all single excitations from the 
dominant configuration have zero interaction matrix ele­
ments with the dominant configuration, satisfying Bril-
louin's theorem26 for SCF orbitals. These computations 
were carried out in double precision arithmetic on a IBM 
370/145. 

One very satisfying benefit from using the multiconfigu-
rational first-order density matrix is that one can merely 
substitute it for the SCF population matrix in those routines 
such as for the dipole moment and charge densities which 
are set up to evaluate one-electron properties from the pop­
ulation matrix. Thus our dipole moments and charge densi­
ties are easy to compare, within the same ZDO framework, 
to the corresponding SCF-CNDO/2 or - INDO values. 
This should be general for any spin-free one-electron opera­
tor. 

In this preliminary work we have used primarily 
Pople's24 standard parameters and theoretical repulsion in­
tegrals for spherical orbitals. We also have provided for 
other paramaters and semiempirical integrals. We plan to 
investigate the use of the MINDO 2 7 approximations in the 
future, but this present work should serve to indicate the 
usefulness of the semiempirical natural orbital (SNO) 
method within the limitations of a given semiempirical 
framework. 

Table II. Electron Distribution (ZDO) 

Charge Densities in Small Molecules 

In order to evaluate the SNO method we selected several 
molecules small enough to carry out a configuration inter­
action including all single and all paired-double excitations 
within our limit of 40 orthonormal VB structures. For the 
molecules shown in Table I it was possible to use symmetry 
considerations to eliminate those configurations that would 
not interact with the principal SCF structure for single ex­
citations even on successive NO iterations where Brillouin's 
theorem no longer obtains. For ethylene we neglected three 
double excitations from the lowest <r orbital to the highest 
unoccupied orbitals in order to limit the number of struc­
tures to 40. There are many other possible configurations, 
especially of the multiple excitation type, but for these the 
electronic energy required to excite the electrons using a 
simple first-order perturbation philosophy seemed prohibi­
tive and justified their neglect within a limit of 40 orthonor­
mal structures in the configuration interaction. 

Table I shows the computed valence shell energies for the 
four methods we have used. The energy lowering due to 
configuration interaction is only 0.02 au typically, but this 
is about 12.55 kcal/mol so that rotational barriers and con­
formational energy dependence could be entirely different 
with and without CI. These relatively large energy changes 
prompted us to investigate the effect of SNO-CI on a num­
ber of different types of rotational barriers. 

In Table II we present the ZDO atom charges from the 
single and multiconfigurational wave functions. The results 
for ethylene indicate that the SNO results'are dependent on 
the method used in the initial MO-SCF calculation, being a 
refinement based on coarser approximations. This situation 
is somewhat analogous to cases where attempts have been 
made to examine correlation effects28 within a semiempiri­
cal framework. One understands from the beginning that 
the overall results are largely determined by the parameters 
involved, and yet one hopes that trends in smaller effects 
can be observed relative to a particular parametric scheme. 
Clearly one must be cautious in making conclusions based 
on semiempirical schemes alone, but when suggestive mod­
els are needed and computer facilities are restricted, the 
search for improved interpretation should be valid, particu­
larly in the gap between the pure VB and MO methods. In 
this spirit we note that water, ammonia, formaldehyde, and 

Compd 

Ethylene 

Formaldehyde 

Ammonia 

Water 

Atom 

C 
H 
C 
O 
H 
N 
H" 
H 
O 
H 

CNDO/2 

-0 .0261 
+0.0131 
+0.2186 
-0 .1838 
-0 .0174 
- 0 . 2 4 4 6 
+0.0815 
+0.0815 
- 0 . 2 8 4 9 
+0.1425 

CNDO/2-NO 

-0 .0261 
+0.0130 
+0.1900 
-0 .1530 
-0 .0185 
-0 .2387 
+0.0787 
+0.0800 
-0 .2742 
+0.1371 

INDO 

+0.0068 
-0 .0034 
+0.3362 
- 0 . 2 3 2 9 
-0 .0517 
- 0 . 2 6 3 7 
+0.0879 
+0.0879 
-0 .3345 
+0.1673 

INDO-NO 

+0.0065 
-0 .0033 
+0.2933 
-0 .1906 
-0 .0513 
-0 .2519 
+0.0829 
+0.0845 
- 0 . 3 1 4 2 
+0.1571 

" The tendency toward a unique H charge was strongest on the first CI iteration. On successive iterations the H charges became more nearly 
equal, but not completely. This is one slight disadvantage of limiting the number of configurations but the unique charge effect is more 
characteristic of an oddfold rotational axis than it is of a true resonance effect. 
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Table III. Calculated Dipole Moments (D) 

Compd 

Ethylene 
Formaldehyde 
Ammonia 
Water 

CNDO/2 

0.0 
1.9007 
1.9735 
2.1451 

CNDO/2-NO 

0.0 
1.6628 
1.9520 
2.1043 

INDO 

0.0 
1.8973 
1.8758 
2.1814 

INDO-NO 

0.0 
1.6040 
1.8390 
2.1191 

Exptl 

0.0 
2.33° 
1.47" 
1.826 

• W. Huttner, M. K. Lo, and W. H. Flygare, J. Chem. Phys., 48,1206 (1968).b A. L. McClellan, 
W. H. Freeman, San Francisco, Calif., 1963. 

'Tables of Experimental Dipole Moments,' 

even ethylene indicate significant changes almost always 
from a slightly ionic situation to a more covalent situation 
with both positive and negative net charges decreasing in 
magnitude. This trend is reinforced in Table III where we 
see that the dipole moments decrease upon SNO-CI treat­
ment, and in the case of formaldehyde that shift is in the 
wrong direction while the values for water and ammonia 
improve slightly. Clearly this casts doubts on the validity of 
the CNDO/2 or INDO standard parameterization in a 
multiconfigurational environment, but also offers hope that 
a new set of parameters may be found which represent pure 
configurations better, rather than try to match a compro­
mise of many resonant forms in a single determinantal 
model. Another possibility is that the level of sensitivity in 
the SNO-CI method is limited to energy effects less than 
those which can be assigned to uncertainties in the semiem-
pirical parameters. 

Rotational Energy Barriers 

We next considered a number of weak bonding situations 
to test the SNO-CI method. We selected a number of dif­
ferent types of barrier interactions for which both experi­
mental and ab initio results are available for comparison. 

In Table IV we see that in a hydrogen bond barrier both 
the C N D O / 2 - N O and INDO-NO method yield signifi­
cant improvement for the cis isomer of formic acid, with 
INDO-NO somewhat better. The nonhydrogen bonded 
trans isomer is also greatly improved in energy but we do 
not know the experimental barrier here and the INDO-NO 

Table IV. Calculated Energies (au) and Barriers (kcal/mol)» 

results are greater than a good ab initio calculation. In this 
case there are it resonance effects in the trans isomer as 
well as hydrogen bonding in the cis isomer and the CI with 
a total of 40 single and pairwise double excitations gives a 
marked improvement over both the C N D O / 2 - and INDO-
SCF results. 

A more subtle type of rotational barrier is encountered in 
acetaldehyde. Evidently a weak hydrogen bond is set up be­
tween the lone pair of nonbonded electrons on oxygen and a 
methyl hydrogen in the eclipsed conformation. In both 
methods the CI improvement is slight but in the right direc­
tion and the C N D 0 / 2 - N 0 is better. A TT-TT* resonance in­
teraction in the carbonyl group is also important here. 

In borazane we have a molecule which has a large dipole 
moment and is fully saturated. In this case only slight im­
provement was obtained using the SNO-CI method. Here 
there are few competing low-energy resonant structures and 
the single SCF determinant evidently does as well as the 
semiempirical methods allow without needing many other 
configurations. 

In the cases of propene and the two isomers of fluoropro-
pene (cis and trans) we have a weak bonding interaction be­
tween a methyl hydrogen and either another hydrogen or 
fluorine atom in the eclipsed conformation of the methyl 
group. The rotational barrier is small, but the C N D O / 2 -
NO result is better than some very good ab initio calcula­
tions in all three cases. The INDO-NO result for c/s-fluo-
ropropene seems to overemphasize the hydrogen bonding to 
the fluorine atom. Again a 7r-7r* resonance interaction is 

Compd CNDO/2 CNDO/2-NO INDO INDO-NO Ab initio Exptl 

ds-Formic acid 
90° Formic acid 
trans-¥ormic acid 
Barrier (cis-90c) 
Barrier (trans-90c) 
Acetaldehyde (H 

eclipsing O) 
Acetaldehyde (H 

eclipsing H) 
Barrier 
Borazane (eclipsed) 
Borazane (staggered) 
Barrier 
Propene (staggered) 
Propene (eclipsed) 
Barrier 
rra/;.s-Fluoropropene 

(eclipsed) 
frans-Fluoropropene 

(staggered) 
Barrier 
cf's-Fluoropropene 

(eclipsed) 
c/i-Fluoropropene 

(staggered) 
Barrier 

-45.305189 
-45.297772 
-45.302013 

4.654 
2.661 

-35.541607 

-35.540523 

0.743 
-20.169911 
-20.172777 

1.798 
-25.772336 
-25.774247 

1.199 
-52.761826 

-52.759802 

1.270 
-52.763848 

-52.762141 

1.071 

-45.323578 
-45.312772 
-45.320020 

6.780 
4.548 

-35.558783 

-35.557221 

0.980 
-20.176933 
-20.179826 

1.815 
-25.783526 
-25.785927 

1.507 
-52.772539 

-52.769806 

1.715 
-52.774335 

-52.772658 

1.053 

-43.364645 
-43.354992 
-43.361026 

6.057 
3.786 

-34.191084 

-34.189923 

0.728 
-19.567839 
-19.570740 

1.820 
-25.010962 
-25.012938 

1.234 
-50.692180 

-50.690024 

1.353 
-50.693906 

-50.692244 

1.043 

-43.386343 
-43.370853 
-43.382129 

9.719 
7.075 

-34.211605 

-34.210210 

0.876 
-19.580406 
-19.583334 

1.837 
-25.025780 
-25.027968 

1.373 
-50.705261 

-50.702509 

1.727 
-50.707376 

-50.705095 

1.431 

13.0" 
4.9» 

1.09c 

2.9332« 

] .25/ 

1.34^ 

1.07/ 

13.4b 

1.16^ 

1.98/ 

2.20/ 

1.06/ 

« M. E. Schwartz, E. F. Hayes, and S. Rothenberg, JJChem. Phys., 52, 2011 (1970). <• D. L. Bernitt, K. O. Hartman, and I. C. Hisatsune. 
ibid., 42, 3553 (1965).' R. B. Davidson and L. C. Allen, ibid., 54, 2828 (1971).d R. W. KiIb, C. C. Lin, and E. B. Wilson, Jr., ibid., 26, 1695 
(1957). ' W. E. Palke, ibid., 56, 5308 (1972). / E. Scarzafava and L. C. Allen, J. Amer. Chem. Soc., 93, 311 (1971).» We have used 27.21 eV/au 
and 23.059 (kcal/mol)/eV. 
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Table V. Calculated Dipole Moments (D) 

473 

Compd CNDO/2 CNDO/2-NO INDO INDO-NO Ab initio Exptl 

cw-Formic acid 
Acetaldehyde (H 

eclipsing O) 
Borazane (BH3-NH3) 

(staggered) 
Propene (eclipsed) 
/raws-Fluoropropene 

(eclipsed) 
c«-Fluoropropene 

(eclipsed) 

0.8900 
2.5478 

6.4589 

0.3844 
1.7387 

1.6817 

0.9451 
2.4361 

6.4453 

0.3781 
1.7143 

1.6346 

0.9763 
2.5404 

6.4895 

0.2646 
1.6823 

1.7181 

1.0648 
2.3932 

6.4607 

0.2748 
1.6572 

1.6614 

1.241° 

6.673rf 

1.415' 
2.69-

5.01« 

0.366« 

1.46= 

" M. E. Schwartz, E. F. Hayes, and S. Rothenberg, J. Chem. Phys., 52, 2011 (1970).b H. Kim, R. Keller, and W. D. Gwinn, ibid., 37, 2748 
(1962).' "Handbook of Chemistry and Physics," 49th ed, R. C. Weast Ed., Chemical Rubber Publishing Co., Cleveland, Ohio, 1969, E-67. 
d W. E. Palke, J. Chem. Phys., 56, 5308 (1972). e R. W. Parry, W. A. D. C. Technical Report 59-207, University of Michigan, 1959, gives an 
improvement over the value of 4.92 D previously reported by J. R. Weaver, S. G. Shore, and R. W. Parry, / . Chem. Phys., 29, 1 (1958). 

impor tan t here. 
Since we took care to use the same geometries as the ab 

initio calculat ions in each case we conclude tha t t he S N O -
C I method compares favorably with the ab initio results for 
rotat ional barr iers . On our, relatively slow, I B M 3 7 0 / 1 4 5 
the full S N O - C I t r ea tmen t including the S C F step and 
three na tura l orbital i terat ions averaged about 60 min. W e 
es t imate tha t the (10s, 1Op) Whi t t en 2 9 basis used by Scar-
zafava and Al len 3 0 would require about 50 hr using our own 
ab initio p rograms . 3 1 ' 3 2 It seems tha t the C N D O / 2 - N O 
method gives slightly better agreement with exper iment 
than the ab initio methods which are current ly feasible; the 
I N D O - N O option is not as satisfactory using s tandard pa­
rameters . 

In Table V we report the computed dipole moments for 
the molecules in the study of rotat ional barr iers . In these 
computa t ions the limit to 40 configurations means tha t the 
S N O - C I t r ea tment is less complete for these molecules 
than for the molecules in Tab le I I I . Thus the changes in di­
pole moment a re almost all small and generally in the direc­
tion of a more covalent, less ionic, lower dipole electronic 
s t ruc ture . However, the results for cis- formic acid are very 
interesting. N o t e that the S N O - C I t r ea tment improved the 
dipole moment in the right direction in spite of the fact tha t 
the same pa ramete r s predicted the wrong trend in the di­
pole of formaldehyde. By far the most impor tant configura­
tion in the formaldehyde C I calculat ion, other than the 
S C F configuration, was the 7r-7r* double excitation with a 
coefficient of 0.161 in the C N D O / 2 - N O ground state . The 
effect of this configuration is to make the carbon and oxy­
gen charges more nearly equal while slightly decreasing the 

Table VT. Results with Jaffe Parameters" 

bond strength of the carbonyl bond; the a bond s t ructure 
gains slightly in s trength in the C - H bond region. Since this 
seems reasonable to us chemically, we suspect tha t the di­
pole of formaldehyde should decrease upon CI t rea tment , 
but that the semiempirical pa ramete rs have made it too low 
in the S C F step. W e later tried the Jaffe 3 3 pa ramete rs to 
try to remedy this. 

The C N D O / S method described by Jaffe, et a / . , 3 3 was 
added to our p rogram as an option. Formaldehyde and for­
mic acid were then t reated by the S N O - C I method in the 
C N D O / S pa ramete r system. In Table VI we show that the 
C N D O / S dipole moments are higher than either I N D O or 
C N D O / 2 values and that the C N D O / S - N O dipoles are 
qui te a bit lower than their C N D O / S counterpar ts . In eq 5 

#„ = - 0 . 6 5 8 * 2 p 2 ( C ) - 0 . 753* 2 p 2 (O) ; 

N, = 1.949 

* „ * = 0 . 7 5 3 * 2 P (C) - 0 .658* 2 p 2 (O) ; 

A ; , = 0 .051 

* r = - 0 . 6 1 1 * , p (C) - 0 . 7 9 2 $ 2 P (O) 2 $ 2 p 2 ( 0 ) ; I 

N, = 1.940 ( 

* „ + = 0 . 7 9 2 * 2 p 2 ( C ) - 0 .611S 2 P 2 (O) ; 

N^ = 0 . 0 6 0 

C N D O / 2 - N O 

(5) 

C N D O / S - N O 

we see that the IT and 7r* na tura l orbitals are really not very 
different for the two methods. The main difference between 
the C N D O / 2 and C N D O / S dipoles seems to occur in the a 
bonds. From Table II the (O, C, H) charges are ( - 0 . 1 8 3 8 , 

CNDO/S energy, au 

CNDO/S-NO energy, au 

Formaldehyde 
-13.777119 
•13.688948 
-13.803285 
-13.712543 

CNDO/S dipole, D 

CNDO/S-NO dipole, D 

3.4484 
3.4491 
3.0050 
2.9941 

Cis 90° Trans 

CNDO/S energy, au 

CNDO/2-NO energy, au 

CNDO/S dipole, D 

CNDO/S-NO dipole, D 

(Cis-90°) barrier, kcal/mol 

(Trans-90°) barrier, kcal/mol 

Formic Acid 
-20.620190 
-20.457303 
-20.632733 
-20.470125 

1.8877 
1.8802 
1.7309 
1.7212 

45.116 
45.386(SCF) 
24.273 
24.452(SCF) 

-20.692096 
-20.529638 
-20.707090 
-20.544998 

3.8758 
3.8685 
3.5991 
3.5868 

46.654 
46.978 (NO) 
23.021 
23.164(NO) 

-20.730783 
-20.568610 
-20.743781 
-20.581916 

5.24788 
5.23728 
5.0406 
5.0314 

" Upper values using Mataga repulsion integrals.44 Lower values using Clarke repulsion integrals.' 
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Figure 1. 

+0.2186, -0.0174) for CNDO/2 and (-0.1530, 4-0.1900, 
-0.0185) for C N D O / 2 - N O while we find them to be 
(-0.3701, +0.2322, +0.0689) for C N D O / S and (-0.3067, 
+0.1794, +0.0636) for C N D O / S - N O . Since even the oc­
cupation numbers /V11. and TVV* are about the same for 
C N D O / 2 - N O and C N D O / S - N O we conclude that the 
main fault in the C N D O / 2 - N O dipole is caused by too 
much electron density on H in the C N D O / 2 - S C F step. 

Since we have already observed that the Cl algorithm we 
have used differs from a pure VB approach only in that or-
thonormal linear combinations of atomic orbitals are used 
to construct the configurations, we suggest that the ortho-
normal resonance structures shown in Figure 1 represent 
the main components of the C N D O / 2 - N O - C I wave func­
tion. In order to arrive at a nonsubjective analysis of the 
SNO-CI results, we have automated our description by 
computing ZDO dipole moments, Mulliken overlap popula­
tions, Mulliken gross atomic charges,34 Wiberg-Trindle 
bonds indices,35"37 and the square of the CI coefficient in 
the ground state of the five most important orthonormal 
resonance structures. The Wiberg-Trindle bond indices 
have been shown by one of us36 to permit the partitioning of 
a determinant of molecular orbitals into valence bond com­
ponents. The simplicity of the bond index analysis rests on 
the assumption of zero differential overlap in the atomic 
basis38 so that VB structures within a MO determinant can 
be unambiguously resolved. Nonorthogonal atomic basis 
calculations can always be cast into ZDO form using eq 6 

S0. = ]>,*</>,dr; S-1/2SS"1/2 = 1; 

S A Z D 0 = A N ; A Z D 0 = S A N (6) 

and conversely ZDO results can be deorthogonalized for 
Mulliken population analysis (using overlap) and Mulliken 
charges ga.

39 The orbitals / andy are understood to belong 

B. I. (W-T)ab = E E (LNka{k*a„J (7) 

O.P.(M)ab =ZE2XX«;**««S i j- (8) 

i j k 

<7a = ^a - (EIX«,-**E«^S ! 7) (9) 
to atoms a and b, respectively, /V* values are 2, 1, or 0 and 
Z 3 is the effective nuclear charge of atom a. 

The Wiberg-Trindle bond indices are necessarily positive 
and reflect the amount of charge participating in a given in­
teraction; they do not give a direct indication whether an in­
teraction is net bonding or antibonding. In contrast, the 
Mulliken populations reflect the strength of a bond and 

/yield atomic charges somewhat more informative than the 
ZDO charges.39 In Figures 1 and 2 we show the deorthogo-

Figure 2. 

nalized net atomic charges and bond indices with the over­
lap populations in parentheses. Together, eq 6-9 can char­
acterize each configuration in a C I -NO computation. The 
Nk values are determined by assigning all the electrons to a 
given structure according to the integer values 2, 1, or 0 of 
the pure configuration. The corresponding quantities for the 
total ground state can also be obtained using eq 6-9 with 
the noninteger Nk values from eq 3. 

The use of the bond index in multiconfigurational wave 
functions involves some subtleties. For example, in formal­
dehyde we see that the 7r-7r* double excitation greatly re­
duces the dipole moment of the dominant configuration by 
reversing the C and O charges and introducing antibonding 
character between C and O. One could say C and O achieve 
near neutrality here by eliminating charge transfer in the ir 
bond. The C-O bond index is the same in I and II because 
the square of the cross term in eq 5 is the same in both 
cases. We would then resolve structure II into the same (ir) 
valence bond structures as we find in structure I, but we 
would find a different weighting of ionic structures. Recall­
ing that both the CI and a valence bond computation at­
tempt to account for electron correlation in the C-O IT 
bond, and that the IT bond correlation is poorly described in 
the first NO configuration, we would expect that an analy­
sis of the first NO configuration into VB structures would 
show an overemphasis of ionic structures. This was found in 
the allyl cation16 and is a direct result of the incorrect disso­
ciation behavior of a single-determinantal MO (NO here) 
wave function, of which the most familiar example is H2. 
Since the admixture of a 7r* double excitation produces a 
multiconfigurational wave function with proper dissociation 
behavior insofar as the x orbital is concerned (the CO a or­
bital is not properly described until a a double excitation is 
incorporated, but this was found to be only a small effect in 
our SNO-CI results), the (TT*)2 configuration must contain 
ionic structures tending to cancel the ionic structures in the 
dominant configuration. Since the a structures are virtually 
invariant between structures I and II in Figure 1, we con­
clude by inspection of charges that structure II contains 
more of the structure F h C - O + than does structure I and 
structure I contains more of structure F h C + O - than does 
structure II. Admixture of II tends to reduce the overesti­
mate of the importance of structure H 2 C + O - typical of I. 
Our semiempirical results indicate that II is only a 2.56% 
contribution to the ground state, however, and structures I 
and II together make up 99.44% of the total ground state. If 
we were to describe the system as it dissociates to 3CFh and 
3O, the cancellation of ionic VB structures effected by ad­
mixture of doubly excited NO configurations would become 
far more extensive. 
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Each NO configuration corresponds in a unique way to a 
collection of VB structures, presuming a ZDO basis. In the 
CI, admixture of excited configurations to improve the de­
scription of the ground state can be viewed as an awkward 
way to mix sets of VB structures. We suggest that the set of 
bond indices typical of a configuration, which contain all in­
formation on the content of VB structures implicit in the 
configuration, be referred to as an "orthonormal-resonance 
structure" and that the mixing of configurations in the 
MO-CI be called "orthonormal-resonance interaction" and 
denoted <—O—•. This conversion will correspond closely to 
VB usage when a configuration is dominated by a single VB 
structure, as is the case37 for localized ground state species. 
Where the single configuration encompasses numerous pure 
VB structures we would be spared the encumbrance of large 
numbers of structures, but allowed to recover those struc­
tures if necessary. Also, one could carry out only a small CI 
between the few important orthonormal-resonance struc­
tures and obtain nearly as good a result as a large M O -
CI.40 

The ability to conveniently represent the results of a con­
figuration interaction calculation in a way that is both accu­
rate in terms of natural orbitals and analogous to tradition­
al valence bond resonance structures should be of consider­
able utility in the language of chemistry. We note the recent 
work by Graovac, et al.,41 and that by Whangbo and Lee42 

where considerable effort was made to express chemical 
bonding in terms of resonance between specific types of VB 
structures in a way which is not only semiquantitative but 
also has a great appeal to chemical intuition. Alewood, et 
al.,43 have also recently pointed out a need for a way to ex­
press a physical interpretation of configuration interaction 
wave functions. We suggest that orthonormal-resonance 
structures with their CI coefficients and the natural orbitals 
with their population numbers can satisfy chemical intu­
ition as well as give mathematical definition of CI wave 
functions. Although we are using semiempirical methods 
here, the * - O - * notation is equally applicable to even the 
most accurate ab initio wave functions. 

Let us consider cis- formic acid using the orthonormal 
resonance point of view. In the C N D O / 2 - N O - C I calcula­
tion the main configuration other than the SCF-like domi­
nant configuration is a double excitation from the dominant 
configuration. In eq 10 we show the C N D O / 2 - N O natural 
x and x* orbitals. The occupation number of the x* orbital 

*„ = -0.673*2p2(acid O) + 0.304<t>2Pz(C) + 

0.675*2pe(keto O) 

Nr = 1.976 

*„* = -K).248*2 p ?(acidO) - 0.766*2Pz(C) + 

0.592*2P2(keto O) 
N,+ = 0.026 

(0.026) is very small but the orbital clearly shows an elec­
tron density shift from the acid oxygen to the carbon atom, 
while leaving the keto oxygen only slightly changed. Note 
that the orbital shows an in-phase bonding interaction be­
tween the two oxygen atoms while the carbon p orbital is 
antibonding with respect to both oxygen atoms. 

In Figure 2 the total overlap population between the two 
oxygen atoms suggests negligible interaction, but the 
Wiberg-Trindle bond index shows almost a full single bond 
in the second orthonormal-resonance structure and the car­
bon and acid-oxygen charges change dramatically. We are 
reminded that the bond index measures the amount of 
charge participating in an interaction, while the overlap 
population measures the strength of the interaction. In eq 4 
there is a large one-matrix element between the oxygens of 

0.90 in the ZDO basis, but when this is weighted by the 
through-space overlap integral the overlap population is 
very small. To the extent that overlap allows, II shows a 
bonding tendency between the oxygen atoms in the x plane 
with some small antibonding effects in the a plane. This 
leads to an increase in the ZDO dipole moment and a slight 
energy stabilization due to derealization in the three-mem-
bered ring. As in formaldehyde, CI does essentially nothing 
to the a bonds and since the orthonormal-resonance interac­
tion is predominantly x, it is evidently not a small effect in 
that it is able to outweigh deficiencies in the parameters de­
termining the a bonds. We also conclude that the concur­
rent use of the bond indices and overlap populations is much 
more revealing than either value used separately. In struc­
ture I the 0-0 line is hardly needed and would be suppressed 
except for comparison with II. 

We believe the SNO-CI method shows its value in that 
while the orthonormal-resonance structures are somewhat 
cluttered, only a few are needed compared to many true VB 
structures. Qualitatively one can also eliminate many pos­
sible VB structures after examining the orthonormal-reso­
nance structures and postulate a few key structures as 
shown below. 

H+ 

N1 

H \ / / 
T>—C-
+ \ 

O 

H 

V ^ 
\ . H 

O—C+ 

some analogous true VB structures 

Conclusions 

It should be quite clear that natural orbitals and ortho-
normal resonance analysis of CI wave functions accom­
plishes considerable consolidation of chemical concepts. (1) 
The natural orbitals are one-electron orbital functions a la 
MO methods and they are the most rapidly convergent or­
bitals in a CI sense.18 (2) Historical concepts in bonding 
theory2-12 are merged and survive only slightly modified so 
that a bench chemist can analyze accurate CI wave func­
tions using chemical intuition and need not resort to non-
chemical {i.e., electron correlation or many-body theory) 
concepts which are accurate but often foreign to the power­
ful analog minds of chemists. (3) The orthonormal reso­
nance structures are nonsubjective and are mathematically 
defined; their accuracy and that of the natural orbitals are 
limited only by basis size, CI size, and, in our case, para­
metric approximations. These same limitations are common 
to any orbital computation. We submit that eq 1-4 and 6-9 
define a nonsubjective analysis of chemical bonding. A sin­
gle line between atom pairs with the bond index (eq 7) writ­
ten along the line with the overlap population (eq 8) in pa­
rentheses describes a chemical "bond." Mulliken net charg­
es (eq 9) written near each symbol indicate the amount of 
"unbonded" charge on each atom. The square of the CI 
coefficient (eq 1) from the ground state for each pure ortho-
normal resonance structure is converted to per cent compo­
sition of this structure and the symbolism A' •*—O-* B' de­
notes (AlHlB') ^ O. The extent of the CI step depends on 
practical considerations but need not be totally complete 
using the iterative natural orbital approach. Both ZDO and 
nonorthogonal basis set effects are analyzed and both MO 
and VB techniques are used. We suggest that bond lines 
with indices less than 0.5 be suppressed and that SCF orbit­
als are the most efficient starting estimates of the natural 
orbitals. 

Alston, Shillady, Trindle / CNDO/2-NO and INDO-NO Analysis in Small Molecules 



476 

Finally we note that the C N D O / 2 - N O - C I parametric 
scheme does a pretty good job of estimating rotational bar­
riers in small molecules. The INDO-NO-CI results are less 
good and the CNDO/S parameters are not useful for calcu­
lating rotational barriers (Table VI). In cases where the 
SCF process very nearly produces the dominant configura­
tion, the CNDO/2-NO-CI 'wi l l offer little improvement, 
but where alternate low-energy configurations are available 
(derealization) the natural orbital CI should offer im­
proved electronic structure interpretations. 
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spite of the fact that the nitroxide group is known to exist in 
both planar3 (a = 0°) and bent4 (a ^ 0°) geometries. On 
the other hand, the question of the geometry around the 
radical carbon in the isoelectronic ketyl series has recently 
been the object of both experimental5 and theoretical6 in-
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Abstract: Nonempirical calculations of the ground-state energy and hyperfine coupling constants of the isoelectronic H2NO 
and H2CO" radicals are performed using the spin-restricted SCF method and first-order perturbation theory. It is shown 
that the nitroxide functional group does not possess a well-defined intrinsic geometry, in agreement with experiment. The 
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